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▪ First assignment notebook due  
11/03/2025 23:59 CET.

Logistics 3
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Vision theories 8

▪ What’s a “theory”? An integrated/consistent 
set of statements/hypotheses about 
underlying principles of something. 
▪ That not only organizes and explains 

known facts (eg existing experimental 
results), but also makes predictions 
about new ones. 

Stephen Palmer 
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Structuralism 9

▪ Progressive “concatenation" of 
“sensory atoms”

Wilhelm Wundt
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Gestaltism 10

▪ Whole is more than the sum of parts.
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▪ Gibson: “Ask not what's inside 
your head, but what your head's 
inside” (Mace, 1977)

Ecological 
Approach

11
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Constructivism 12

▪ Vision: 
▪ an indeterminate inverse problem 

from retinal images. 
▪ a “reconstruction” of the reality.  

▪ Something besides the retinal image is 
needed. 

▪ Likelihood Principle
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Feedback 13

▪ Vision appears to be more than 
bottom-up association.
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14

▪ Feedback:  
▪ 1) conditional processing  
▪ 2) hypothesis/expectation driven 

processing of lower representation.  
▪ Vision appears to be more than bottom-

up association.

Feedback
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15

▪ Vision: A useful reconstruction of the 
world in a bottom-up and top-down way.
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Perception as modeling 
the environment 

16

▪ The observer is constructing a 
model of what environment situation 
might have produced the observed 
pattern of sensory stimulation 

▪ Visual illusions: the model is 
sometimes inaccurate. 

▪ Ambiguous figures: the model is 
sometimes not unique. 
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Perception as modeling 
the environment

17

▪ The observer is constructing a 
model of what environment situation 
might have produced the observed 
pattern of sensory stimulation 

▪ Visual illusions: the model is 
sometimes inaccurate. 

▪ Ambiguous figures: the model is 
sometimes not unique. 
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Why/how does this 
all matter to us?

18
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Why/how does this 
all matter to us?

19

▪ Making a model: why?  
▪ Visual “Completion” 
▪ Look around  
▪ Evolutionary benefit (e.g. energy) 
▪ Planning 
▪ “Completion” 

▪ ~prediction 
▪ ~in-painting/filling 
▪ ~model (eg “statistical model”) 
▪ ~assumption



Za
m

ir

C
S

-5
03

: V
is

ua
l I

nt
el

lig
en

ce
Mental Models 20

▪ “If the organism carries a “small-scale model” of external reality 
and of its own possible actions within its head, it is able to try 
out various alternatives, conclude which is the best of them, 
react to future situations before they arise, utilise the 
knowledge of past events in dealing with the present and 
future, and in every way to react in a much fuller, safer, and 
more competent manner to the emergencies which face it.” 

▪ Model:  
▪ something that parallels a reality. 
▪ enables prediction, planning, and counterfactual reasoning/

imagination. 
▪ (vs reactive) 

▪ keeps the relevant aspects and simplifies others.

Kenneth Craik (1943)
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Models 21

▪ Model-Based Reinforcement Learning

Nathan Lambert
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Models 22

▪ Model Predictive Control (MPC) 
▪ Act for the current time while using a model to plan accounting for 

longer future.

Changyu Lee
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23Cognitive Maps (1948)



Za
m

ir

C
S

-5
03

: V
is

ua
l I

nt
el

lig
en

ce

24Computational Cognitive Maps
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25Computational Cognitive Maps

End-to-end w/ a map End-to-end w/o an explicit map Not end-to-end 
(e.g. Classical SLAM)
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Latent Learning
Tolman & Honzik 1930

26

Group 1: Rewarded: Day 1 – 17: Every time they got to end, given 
food (i.e. reinforced). 
Group 2: Delayed Reward 

• Day 1 - 10: Every time they got to end, taken out. 
• Day 11 -17: Every time they got to end, given food (i.e. 

reinforced). 
Group 3: No reward: Day 1 – 17: Every time they got to end, 
taken out.

The time spent 
here went to model 
building
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Quick segue:
“Spatial Thinking”

27

Barbara Tversky 

▪ A map is a special case of spatial 
organization of information.
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Spatial Thinking 28

Barbara Tversky 
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Spatial Thinking 29
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Spatial Thinking 30

Barbara Tversky 
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Spatial Thinking 31
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Feedback 33
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Feedback 34

Felleman & Van Essen (1991)



Za
m

ir

C
S

-5
03

: V
is

ua
l I

nt
el

lig
en

ce
Feedback 35

▪ Inner loop 
▪ top-down processing without external 

feedback from the world. 
▪ e.g. IEF (iterative error feedback, 2016), 

Attention, Feedback Networks (2017), 
diffusion.  

▪ Outer loop 
▪ with external feedback from the world 
▪ e.g. RMA (2021), RNA (2023), Most 

vision-action loop (e.g. Mid-level 2019), 
“Test-Time Training” (2020) 

▪ (All of the above are test-time feedback)

Inner

Outer



Prediction on a Budget

Time

Resources

1 second 
33 meters 

~120 kmh

…



Time

Resources

~120 kmh

road bike

flat bar bike

tandem bike

✓ wheeled vehicle

A tradeoff

Prediction on a Budget

✗ foliage
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Feedback 38

Human Pose Estimation with Iterative Error Feedback, J Carreira, P Agrawal, K Fragkiadaki, J Malik, CVPR 2016 
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Feedback 39

Human Pose Estimation with Iterative Error Feedback, J Carreira, P Agrawal, K Fragkiadaki, J Malik, CVPR 2016 
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Feedback 40

Human Pose Estimation with Iterative Error Feedback, J Carreira, P Agrawal, K Fragkiadaki, J Malik, CVPR 2016 
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Feedback Networks, CVPR 2017 
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road bike

Feedback model.

Input

output

1x2x3x4x

Feedforward model.

road bike
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Feedback Networks, CVPR 2017 
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output

Feedback model unrolled.

road bikeroad bike



road bike

Input

output
road bike

Advantage I: Early Prediction

2/4 T 3/4 T1/4 T

time

road bike

T



tandem bike

road bike

Input

output

Advantage II: Taxonomic Prediction

vehicle

road bike
bike

wheeled vehicle

object …
vessel

car



Episodic Curriculum Learning

Objective function

episode 1 episode 2 episode 3 episode 4

Bengio et al., 2009
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road bike

Advantage III: Episodic Curriculum Learning

output

object
vehicle

…

wheeled vehicle

vessel

road bike

tandem bike

bike

car



Input

output

2. Notion of output at each iteration
1. Recurrence ⇒ Recurrent Neural Networks (we used ConvLSTM)

⇒ connected loss & back propagation per iteration

output 2output 1 output 3 outputoutput

Feedback requirements:



The computation graph

computational advantages

……

Feed-forward Feedback
X1

X2

X3

XD

X11

X21X12

X13 X22 X31

Xnm

Feedback Networks, CVPR 2017 



Feedback vs Recurrent Feedforward

Feedback Networks, CVPR 2017 



Feedback in latent space
Feedback Networks, CVPR 2017 



Snake

Feedforward

Seal

correct fine class
correct coarse, wrong fine class
wrong coarse and fine class

Snake

Chair Lizard Snake

Cloud Snail Snake

Qualitative results on CIFAR100 test set

Snake

query

predicted class

Nearest Neighbor image

Ground Truth

physical/virtual 
depth: 8

predicted class

Nearest Neighbor image

query

physical/virtual 
depth: 16

physical/virtual 
depth: 24

physical/virtual 
depth: 32

Snake
Ground Truth

Feedback

Feedback Networks, CVPR 2017 
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Feedback

Qualitative results on MPII human pose test set

query

iter. 1 iter. 2 iter. 3

output

Feedback Networks, CVPR 2017 
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Qualitative results on MPII human pose test set

Feedback

Feedback Networks, CVPR 2017 
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Questions?

https://vilab.epfl.ch/  
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